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Abstract— We partnered with the Arizona Game and Fish
Department to use computer vision techniques to enhance
road ecology studies. Various structures, including overpasses,
underpasses, escape ramps, and slope jumps have been
constructed in order to facilitate animal movement across
major highways and to mitigate animal-vehicle collisions. The
successful functioning of these structures is monitored by
placing between one and nine camera traps on each structure
in order to capture how wildlife interacts with it. There are
over 50 camera traps deployed across Arizona and a few
neighboring states, resulting in tens of thousands of images
being collected every 6-8 weeks. Our goal is to increase the
efficiency of image processing and eliminate human error/bias
by leveraging deep neural networks (Mask RCNN). Our
results so far include an 88% detection accuracy and a 40%
classification accuracy for 5 labeled species. Future work will
focus on improving detection and classification, increasing the
number of species we can identify, and identifying sex, age,
and direction of travel. Longer term goals involve building a
“smart” camera network to do real-time image processing on
all of these structures.

I. INTRODUCTION

Wildlife biology relies heavily on the use of camera traps
for research. These camera traps typically use motion and
infrared sensor technology to trigger a sequence of 3-5
images [1], and depending on the study area and species of
interest, each camera trap can collect hundreds to thousands
of images before an observer visits to download the captured
data. Typically, multiple cameras are used in a study, and
often, the data sets include significant amounts of false
positives. Manually processing all of these images can be
expensive in both time and money, and large data sets usually
require more than one person to process the images. This can
introduce observer-specific bias to the data, and fatigue can
cause observers to label images as false negatives.

Our research focuses on large scale projects that encounter
the aforementioned challenges. We have partnered with the
Arizona Game and Fish Department (Contracts Branch),
whose main focus is to monitor wildlife interactions with
highways in order to make the most effective management
decisions. These decisions consider factors such as habitat
fragmentation, migration patterns, and human safety in terms
of animal-vehicle collisions [2], [3]. The goal is to construct
and monitor various structures, such as overpasses and un-
derpasses, to allow wildlife to safely cross major highways
(Fig. 1, [4], [5], [6], [7]). Other structures include escape
ramps and slope jumps, which allow animals that are already
on the highway to safely exit, and prevents them from re-
entering (Fig. 1).

Fig. 1: Different types of animal passage structures with camera
traps: Overpasses (top left) and Underpasses (top right) are con-
structed to allow wildlife to cross major highways. Escape Ramps
(bottom left) and Slope Jumps (bottom right) are constructed to
allow animals on the highway to safely exit, as well as funnel
wildlife to designated crossing structures.

These structures are located across the entire state of
Arizona, and each one is equipped with one to nine cameras
in order to monitor wildlife use/passage rates [5], [8],
[7]. The Department is also monitoring structures in a few
neighboring states, resulting in over 50 camera traps that
collect thousands of images each over a span of 6-8 weeks.
Given the nature of these structures, vegetation and vehicles
often trigger the cameras, causing false positives to take up
a significant amount of storage.

In this study, we are using computer vision techniques
in order to improve the efficiency of image analysis and
reduce user-specific bias while processing data sets. We are
using the Mask RCNN network architecture [9] to count
the number of animals in each image and identify five
species of interest. Future aims are to increase the number
of species we can identify, use morphological features to
determine the sex and age of each animal, track individuals
across a sequence of images, and to identify the direction of
travel. This information is important as it gives insight into
the wildlife demographics in the area, as well as indicate
the effectiveness of the structure placements in facilitating
wildlife movement and reducing animal-vehicle collisions.

II. RELATED WORK

Data collection with mobile sensor networks has been
explored with considerations to object localization and cov-



erage with bearing-only sensors such as cameras [10],
and reconstruction of scalar fields such as environmental
temperature [11]. In the arena of habitat monitoring, cam-
era networks have enabled capturing of the spatio-temporal
dynamics of terrestrial bird and mammal activity [12]. The
popular use of camera traps has already inspired researchers
to work on automated detection software, such as Animal
Scanner [13]. This software uses deep neural networks to
detect and classify humans, animals, and background images
[13].

Beyond camera networks, other sensing modalities such as
tagging, and telemetry from robotic vessels have been used
for monitoring carp in Minnesota lakes [14]. Mola-Mola
was tracked using underwater vehicles [15]. In precision
agriculture applications, deep learning and computer vision
algorithms have enabled counting of fruits [16], [17], [18],
deweeding, and segmentation of flowers [19].

III. METHODS

Our current workflow includes image collection, annota-
tion, training/validation, and inference.

A. System and Data Collection

Images are collected by mounting between one and nine
Reconyx PC800 HyperFire Professional Semi-Covert Cam-
era Traps onto the structures being monitored. The number
of cameras mounted depends on the structure, and they are
oriented in order to capture all of the animals that approach
the structure, not just the animals that use the structure
(Fig. 2).

The camera traps themselves are motion triggered and
have a semi-visible infrared flash, producing color images
during the day and black and white images at night [1]. The
cameras are configured to take a sequence of either three or
five images at 2fps depending on the structure. The images
are collected roughly every 6-8 weeks by switching out SD
cards.
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Fig. 2: Monitoring animal passage structures with camera traps:
Reconyx PC800 HyperFire Professional Semi-Covert Camera Traps
(shown on the left) are mounted on structures to monitor wildlife
use. Shown on the right is a schematic of the camera layout of
an Underpass in Oro Valley, Arizona. It has 4 cameras total (2 at
each entrance/exit of the underpass) in order to capture animals that
approach and cross the structure.

B. Data Analysis

For image annotation, we are using a self developed
annotation tool (DeepGIS) that allows the user to draw a
mask around the object of interest and attach a label (Fig. 3).
We opted to use our own web-based labeling tool [20] instead
of common labeling tools (such as LabelMe) due to data
sharing restrictions with AZ Game and Fish. Additionally,
the tool can be used to label datasets in any field of science;
it is not exclusive to wildlife. For example, it was initially
developed to label fruit for precision agriculture [20] and
has since been used to label rocks along a fault scarp as well.

Fig. 3: Annotating images using web-based labeling tool (deepgis)
: Images are uploaded to the database, and then a mask is drawn
around the object of interest after selecting the appropriate label.
The original image appears on the left, and the annotation appears
on the right.

For the purposes of this study, we have started with 5
label choices for wildlife images: Deer, Elk, Sheep, Coyote,
and Cattle. The label “Cattle” was initially “Wildlife” and
has since been changed, although the results presented in
this paper are from training on the “Wildlife” label. These
five labels were chosen because wild ungulates (deer, elk,
and bighorn sheep) are the main species of interest, and
coyotes and cattle make up a significant portion of the images
collected at certain structures.

We randomly selected 56 images to annotate, and these
images happened to include 4 of the species of interest as
well as “blank” empty background photos (there were no
images of coyotes). The 56 annotated images were then
randomly divided into a Training dataset with 40 images
and a Validation dataset with 16 images.

The original images and annotations were used as inputs
for training the deep neural network Mask RCNN, which
is a combination of Faster R-CNN and FCN [9]. It begins
by detecting regions of interest (called a Regional Proposed
Network), and then generates a bounding box and predicts
a classification label. Then, FCN does instance segmenta-
tion within the bounding box to generate a pixel-by-pixel
segmentation mask over the object of interest [9]

To begin the training process, Mask RCNN was initialized
with weights pretrained on COCO 2017 [21]. We then trained
Mask RCNN with our Training dataset using a process
composed of two phases. In the first phase, Faster RCNN
was trained for object detection with a learning rate of
0.001. Then, Faster RCNN and FCN were jointly trained
with a smaller learning rate of 0.0001. We used stochastic
gradient optimization in both training phases with learning



Fig. 4: Mask RCNN validation predictions. Bounding box, classification, and segmentation predictions were made on the 16 validation
images. The top row shows the original annotations drawn, and the bottom row shows the associated predictions. The example on
the left demonstrates correct classification and detection. The second image shows detection, missed detection, correct classification,
and misclassification all in one image. Detection, missed detection, and misclassification occur in the third image, and detection and
misclassification are shown in the last image.

momentum 0.9 and weight decay 0.0001. We then verified
the generalization of the neural network with the Validation
dataset, which had not been exposed to the network during
training.

It is important to note that although we are currently
only interested in the detection information, the segmentation
mask generated by the network could be useful for identify-
ing morphological features that can help distinguish the sex
and relative age (juvenile vs adult) of an animal, as well as
the orientation of an animal in an image.

IV. RESULTS AND ANALYSIS

There were 17 animals total in the 16 validation images,
and the prediction results are shown in Table I. The network
could detect 15 out of the 17 animals, and the classification
accuracy among the 15 detections was 40% (Fig. 4). Five
of the validation images were blank background and the
network did not predict any false positives.

Image # Original Label Prediction
0 1 deer 1elk
1 5 sheep 3 sheep, 1 elk, 1 undetected
2 1 deer 1 deer
3 Blank Blank
4 2 unlabeled cows 1deer, 1elk
5 Blank Blank
6 lelk 1 deer
7 2 unlabeled cows 1 deer, 1 undetected
8 1 deer 1 deer
9 1 sheep 1elk
10 Blank Blank
11 lelk lelk
12 1sheep 1 deer
13 Blank Blank
14 Blank Blank
15 1lelk 1 deer

TABLE 1. Detection and classification predictions for Validation
dataset. This table compares the original label and the Mask RCNN
prediction for each image in the Validation dataset.

In order to improve detection and classification accuracy,
we are going to start by annotating and training on more
images. Of the 40 images we trained on, 6 contained elk, 14
contained deer, 8 contained sheep, 3 contained cows, and 9
were blank. Several images had more than one animal, so
the network was trained on 11 elk labels, 21 deer labels, 14
sheep labels, and 13 blank labels.

As previously mentioned, the fifth label we trained on
was “Wildlife” instead of “Cattle”, therefore the images
that contained cows were treated as blank since the label
“Wildlife” is inaccurate. The label has since been fixed, but
this error may account for some of the missed detections and
misclassification we see in the results.

Deer and Elk are very similar morphologically, and it
can be challenging for even human observers to distinguish
between the two species, especially under poor lighting
conditions. Increasing the number of elk and deer annotations
will hopefully increase the classification accuracy, however
we may need to annotate specific features that are unique to
each species. For example, Mule Deer are much smaller and
have a black tip on the end of their tails, while elk are much
larger and have white rear ends with very small white tails.

Annotating morphological features may also help with
more specific species and sex identification. For example,
the current label “Deer” is a general term, and in the future
we would like to be able to distinguish between Mule Deer
and White-tailed Deer. As one can tell from the name, White-
tailed deer have fluffy white tails, so annotating these features
may help with specific species classification. Additionally,
annotating antlers may help with identifying male from
female ungulates.



V. FUTURE WORK

There are several threads we would like to focus on
for future work. As previously stated, we will begin by
annotating and training on more images in order to improve
the detection and classification accuracy for the five labels we
currently have. We will also begin working on our annotation
tool to create more labels, as well as improve the user
interface to allow anyone using the site to create their own
labels. Annotating and training on additional species will
follow as new labels are created.

We will also focus on tracking individuals across a se-
quence of images. Work similar to this has been done in pre-
cision agriculture, but instead of a moving camera tracking
static fruits, a static camera will track moving animals [22].
This information is important so we don’t inflate the number
of animals interacting with each structure, and to determine
if the animal successfully crossed the structure or if it turned
away.

This also introduces the importance of identifying the
direction of travel. For structures like Escape Ramps and
Slope Jumps, an animal crossing the structure does not
always mean the structure successfully served its function. If
an animal crossed from the right-of-way(ROW) to the non-
right-of-way (NROW) side, then the structure successfully
served its function. However, if an animal crosses from the
NROW to the ROW then the structure failed and adjustments
need to be made.

We would also like to use the segmentation masks to try to
identify the relative age of an animal (juvenile versus adult).
Younger animals should generate smaller masks, but the size
of the mask is dependent on the animal’s proximity to the
camera. To address this, we will try to use the camera field of
view specifications and known distances between the camera
and a marker in order to determine how close an animal is
to the camera.

Longer term goals rely on the success of the features
described above. Ultimately we would like to develop a
“smart” camera that can be deployed by itself, or as part of
a network. It would be able to classify all of the information
above in real time, which would cut down on processing
time as well as automatically delete false positives in order
to save storage. Additionally, structures that have more than
one camera sometimes capture an animal entering on one
side but not exiting on the other side, and vice versa. In
order to increase the likelihood of capturing an animal on
both sides of the structure, the cameras could signal each
other to turn on when one side has been triggered.
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